


List of Supplementary Figures

S1
S2
S3
S4

S5
S6
S7
S8

Gene expression analysis to identify components of the Turing network . . . . . . . .. ..
Bmp2 expression and immunohistochemistry for pPSMAD, act- cat and PERK . . .. ..
Micromass culture experiments . . . . . . . . . .. e
Out-of-phase patterns between Sox9/Bmp and Sox9/Whnt in the simulation presented in
Figure 3E . . . . e
Viability of Sox9-EGFP limb cultures . . . . . .. ... .. ... ... . ...
Implantation of Bmp2 and Wnt3a beads in limb culture . . . . . ... ... ........
Limb culture experiments with LDN+IWP2 . . . . . . . ... ... ... ... .......
Fgf signaling coordinates patterning and growth providing pattern-scaling capabilities

Contents

1 Materials and Methods

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
1.10

2.1
2.2
2.3

2.4
25

2.6
2.7
2.8

2.9

2.10
211

Animals . . . . e
Micromass cultures and FACS sorting . . . . . . . . . . . . . . . ... ..
Microarray hybridization . . . . . . . . . . . ... e
Statistical analysis . . . . . . . . .
Whole mount in situ hybridization . . . . . ... ... ... ... .. o o
Immunohistochemistry . . . . . . . . .
Bead implantations . . . . . . . . . .. e
Limb bud cultures . . . . . . . e
Microscopy and image acquisition . . . . . . . . . . ...
Optical projection tomography . . . . . . . . . . .

Supplementary Text

General comments on the modeling approach . . . . . ... ... ... ...........
Linear Stability Analysis . . . . . . . . . . .
Possible Turing topologies . . . . . . . . . . . .
2.3.1 Example of eigenvector calculation . . . . . ... ... ... L oL
2.3.2 Eigenvectors of topology T1 . . . . . . . . . . . e
2.3.3 Eigenvectors of topology T> . . . . . . . . . .. e
2.3.4 Identi cation of the minimal Turing topology . . . . . .. ... ... ... .....
Di usion coe cientsof BmpandWnt . . . . . ... ...
Interpretation of the main feedbacks of the model . . . . . . . .. ... ... ... .....
2.5.1 Inhibitionof Wntby Sox9 . . . . . . . .. . ... ...
2.5.2 Inhibitionof Bmp by Sox9. . . . . . . .. ...
Introducing production rates to avoid negative values. . . . . . . ... ... ... .....
The BSW model . . . . . . . . e
The BSW model in 2D . . . . . . . . . e
2.8.1 Stripe orientation and wavelengthchange . . . .. ... .. ... ... .......
A realistic simulation of digit patterning . . . . . . . . ... ... ... ... .. ...
2.9.1 Figure 3A . . .
29.2 Figure 3B . . . .
2.9.3 Figure 3C . . . . L e
2.9.4 Figure 3D-F . . . . . . e
2.9.5 Reduction of Hox dosage . . . . . . . . . . . . . . ...
2.9.6 Fgf signaling increases the wavelength . . . . . .. ... ... ... .........
Genetic perturbations in MouUsSe . . . . . . . . ...
Model predictions vs experimental perturbations . . . .. ... ... ... ... ......
2.11.1 Control simulation . . . . . . . . . ..



2.11.2 Inhibition of Bmp signaling . . . . . . . . ... 63

2.11.3 Inhibition of Wnt signaling . . . . . . . . . ... . 64
2.11.4 Simultaneous inhibition of Bmp and Wnt signaling . . . . . . ... ... ...... 64
2.11.5 Gain of function experiments: Wntand Bmp ligands . . . . . ... ... ...... 66

2.12 Robustness of the BSW model . . . . .. .. .. .. .. . . ... . 68
2.12.1 Robustnessto noise . . . . . . ... 68
2.12.2 Robustness to parameter variation . . . . . ... ... L oL oL 70

3 Other Supplementary Materials 72
3.1 Movie S1 . . e 72
3.2 Movie S2 . L e 72
3.3 MOVie S3 . . L 72
34 Movie SA . L 72
3.5 Movie S5 . . L e 72
3.6 Movie S6 . . .. L e 72
3.7 Movie ST . . e 72
3.8 MoVie S8 . . . 72
3.9 Movie SO . . L 72
3.10 Movie S10 . . . . L 73
3.11 Movie S11 . . . . e e e 73
312 Movie S12 . . . L 73
313 Movie S13 . . . L 73
314 Movie S14 . . . 73

List of Figures

1 Possible minimal Turing topologies . . . . . . . . . . . . 19
2 Networks capable of di usion-driven instability when k; = ke =kg=0 ... ... ... .. 20
3 Conditions required to form di usion-driven instability with the network shown in Figure

2. e 20
4 Dispersion relation for the topology T1 . . . . . . . . . . . L 22
5 Numerical simulation of Ty . . . . . . . . . . e 23
6 Analysis of the eigenvector signsin Ty . . . . . . . . . . . 24
7 Numerical simulation of To . . . . . . . . . . . e 25
8  Analysis of the eigenvector signsin To . . . . . . . . . . 26
9 In-phase and out-of-phase patterns of the 19 minimal Turing topologies . . . . ... . .. 28
10 The ve di erent Turing models where Sox9 is out-of-phase of Bmp and Wnt . . . . . .. 30
11 The e ect of di usion constants on the Turing space of the BSW model . . . . . ... .. 35
12 Main feedbacks of the BSW model . . . . . . . .. .. .. . 36
13 Anextended BSW model . . . . . . . . . .. 37
14 Interpretation of the negative feedback on Wnt signaling . . . . . ... ... ... ... .. 40
15 The BSW is a substrate-depletion model . . . . . . . . ... ... .. ... ... ... 41
16 Interpretation of the out-of-phase patterns of Sox9 and Bmp . . . . . ... ... ... .. 42
17 Production terms to avoid negative concentrations . . . .. .. ... .. ... .. ..... 44
18 A 2D simulation of the BSW model . . . . . . . . . ... ... . 45
19 From spots to reverse spots in the BSW model . . . . ... ... ... .. ......... 46
20 Stripe orientation in a simple Activator-Inhibitor model . . . . . . .. ... ... ... .. 47
21  Stripe orientation in the BSW model . . . . . . . .. .. o oo oo 48
22  The two MorphoMovies used in the simulations . . . . . . ... .. ... .......... 50
23 The e ect of tissue movements on the Turing pattern. . . . . . .. ... ... ....... 52
24  Hoxd13 expression patterns mapped into themodel . . . . . . .. ... ... ... ... 53
25 The change in k4 and k; promoted by Hoxd13 . . . . . . . . .. ... ... ... ...... 54



26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

Reducing the patterning variability with modulation by Hoxd13. . . . . . ... .. .. .. 55

Fgof signaling simulation . . . . . . . . . ... L 56
The change in k4 and k; promoted by Fgf signaling . . . . .. ... .. .. ... ...... 57
Patterning variability with modulation by Fgf signaling . . . ... .. ... ... ..... 57
Fof signaling, Hoxd13 and Sox9 in the nal simulation . . . . .. ... ... ........ 59
Reduction of Hox dosage . . . . . . . . . . . 60
Addition of Fgf4 in micromass cultures . . . . . . . . ... L L 60
The change in k4 and k; promoted by Fgf signaling in micromass simulations . . . . . . . 61
Sox9 and Bmp2 expression patterns in the Smad4 mutant . . . . ... .......... 64
Simultaneous inhibition of Bmp and Wnt signaling . . . . . . ... .. ... ........ 65
Wavelength change observed in simultaneous Wnt and Bmp signaling inhibition . . . . . . 66
Identi cation of the Wnt ligands that inhibit Sox9 . . .. ... ... ... ......... 68
Simulations with increasing noise (d =2:5) . . . . . . .. ... .. oL 69
Simulations with increasing noise (d =10) . . . . . . . . . . . ... ... oo 70
Robustness of the model to parameter perturbation. . . . . ... ... .. ... ...... 71

List of Tables

ST1 LDN and IWP2 concentrations in the double-drug experiments . . . . . .. .. ... ... 13
ST2 Parameter set for topology T1 . . . . . . . . . o o i e 21
ST3 Parameter set for topology T . . . . . . . o o o o 21
ST4 Reaction parameters of the BSW model . . . . . .. .. .. ... ... . ... ... ... 33
ST5 Parameter set for the system (17) . . . . . . . . . e 38
ST6 Parameter set for the BSW model . . . . .. .. .. ... .. 45
ST7 Parameter set for the limb development simulation . . . . ... ... ............ 58
ST8 Bmp signaling mutants. . . . . . . . . . 62
STO Sox9mutants . . . . . . . . . e e e 62
ST10Wnt signaling mutants . . . . . . . . . . . . . e 62



A Microarray B BMP WNT

FGE BMP WNT E11l E11.5 E12.5 E11 E11.5 E12.5
Fgfr3 lgfbp5 1 o
Fofrlil Jun £ c
Fgfr2 m &‘
Fofrl Sfrp2
Fafrl2 Sulfl*

Lefl

Fgf2

Fgfrlop
Spryd4
Etv5
Cyp26bl

Bmp4

Twistl

Fgfl0
Etv4
Si;l

=]

Bmprlb
Bmper
Chrdl1
Sppl
Id4
Bmp5
Grem1l
Thx2
Prrx2
DIx5
Tcf6
Bmp2
Msx2
Msx1

Chrdll Bmp7

nMyc

*90T
FEOWF

Wnt target genes

FGF
E11  E11l5 E125

TGFb SHH

Vcan
[Sfrp2 |
[SulfT¥]
Fzd9
Dactl
Sfrpl
Lrpl
Sostdcl
Ppard
Dkk3
Dkk2
Mycbp
Stra6
Pitx2
Cdx1
Kremenl
Lrp4
Nrcam
Lrp8
Nkd1

Tgfbi
Tgfbr3
Acrvil

Tgfbl
Fst

Gli2
Ptchl
Glil

Dkkl Apcddl

Gli3
Handl
Shh

>
E
Etv4

wo s
e
28"

Dkk2

S0 LPUSY

31 e 86

Nkd2 4
o
Fold change - © =
a & I
(L[] [ . 3 g =
54321-1-2-3-4-5 o = 2
£
o~
a 1
Controls TGFb = s
wn

El1l E11.5 E12.5 E11 E11.5 E12.5
M h = B
‘ v -

Supplementary Figure S1: A) Microarray analysis shows genes which are di erentially expressed in
FACS-sorted Sox9+ cells compared to Sox9- cells. Intensity of color indicates the fold-change. Genes
with higher expression in Sox9+ cells are red, and those with higher expression in Sox9- cells are green.
Genes are grouped by which signaling pathway they are known to play a role in (speci cally: ligands,
target genes and modulators/inhibitors). Based on both the number of genes and fold-change magnitude,
the pathways that were most strongly represented were WNT, BMP, and FGF. Some modulators may
play a role in more than one pathway (asterisk). Sox9 and Wwp2 (a direct target of Sox9 [17]) are
shown as positive controls. Although the goal of the microarray is to nd genes with periodic patterns
(digit/interdigit), Shh is included to illustrate why some "false-positives™ are inevitable. Its expression
domain (posterior mesenchyme) is outside of the digital region (Sox9) and therefore appears high in the
Sox9- cells. Genes with di erential expression but no obvious role in developmental signaling pathways
were excluded from our detailed analysis.

B) A subset of genes were analyzed by whole-mount in situ hybridization (WMISH) to check which
patterns were genuinely in-phase or out-of-phase with Sox9, genes highlighted with a black rectangle in
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panel A. BMP: The microarray analysis showed that the three Bmps expressed in the limb (Bmp2, Bmp4,
Bmp7) are highly expressed in Sox9- cells. Among these Bmp2 has the most strikingly out-of-phase pat-
tern with Sox9 at all stages. Chrdl1 was chosen for analysis because of its expression in Sox9+ cells but
analysis by WMISH showed no clear digital pattern. FGF: Three targets of Fgf signaling (Etv4, Spryl,
Dusp6) expressed in Sox9- cells do not show an interdigital pattern. TGFb: Genes in this pathway do
not give a strong signal in the microarray analysis (neither in number of genes, nor in fold-di erence).
By WMISH, Tgfb2 and Inhba show rather late digital patterns and seem likely to be downstream of
the primary patterning event rather than part of the Turing mechanism. WNT: The WNT pathway
shows many di erentially-expressed genes with high fold-change between Sox9+ and Sox9- cells. The
rst 6 expression patterns show Wnt target genes - all suggesting Whnt signaling in the interdigital tissue.
The last 7 genes are all modulators of Whnt signaling (mostly extracellular inhibitors). The last 2 of
these show a digital pattern (both in the microarray and WMISH), and are therefore candidates for the
extracellular Wnt inhibitor which is proposed by the BSW model (see supplementary text 2.5.1).
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Supplementary Figure S2: A) The rst column, from top to bottom shows Bmp2 expression, en-
dogenous Sox9-EGFP uorescence, pSMAD, act- cat and pERK at E11.5. The second column shows
a close-up of the highlighted regions (yellow square): pSmad and act- cat show nuclear staining as
expected for active signaling. Bmp2 and act- cat are out-of-phase of Sox9, while pPSMAD is in-phase.
pPERK does not show a periodic pattern as expected for the Ffg signaling gradient. The third column
shows negative controls for the immunohistochemistry for pSMAD, act- cat and pERK. B) At E12.5
Bmp signaling (pSMAD) increases in the interdigits (asterisk) and in the distal phalanx forming regions
[35] re ecting cell death and chondrogenic di erentiation respectively. C) A positive control for the
act- cat shows signal in the optic tract of Neuroepithelium hindbrain [36].
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Supplementary Figure S3: Sox9-EGFP (red), Bmp2 expression (green) and the expression of the Wnt
target Twistl (blue) at 24h of micromass culture. Bmp2 and Twistl expression are out-of-phase with
Sox9 in agreement with the 2D simulations of the BSW model (rightmost column).
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Supplementary Figure S4: The realistic limb development simulation of the BSW model presented
in Figure 3E (main text) shows that Bmp (green) and Wnt (blue) form out-of-phase patterns with Sox9
(red), see the section 2.9.4.
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Supplementary Figure S5: Timelapse of Sox9-EGFP limb dissected from a E11.5 embryo. Over 48h,
the width of the cultured limb buds does not display the normal amount of growth along the AP axis,
however digital expression of Sox9-EGFP is clearly up-regulated as normal, and PD extension of the
digits is comparable to the patterning observed in the WT from E11.5 to E12.5.
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Supplementary Figure S6: A) Both in the simulation and in limb culture experiments, implantation of
a Bmp bead results in progressive local up-regulation of Sox9. A clear Sox9 up-regulation is detected at
24h of culture around a Bmp2-soaked bead (top row), the simulated bead is shown in white (bottom row).
On the rightmost column, as predicted by the model (bottom) Bmp2 expression is down-regulated around
the Bmp2-soaked bead (top). B) Both in the simulation and in limb culture experiments, implantation
of a Wnt bead results in progressive local down-regulation of Sox9. A clear Sox9 down-regulation is
detected at 24h of culture around a Wnt3a-soaked bead (top row), the simulated bead is shown in white
(bottom row). On the rightmost column, as predicted by the model (bottom), Bmp2 expression is up-
regulated around the Wnt3a-soaked bead (top). C) Immunohistochemistry for pSMAD and act- cat on
cryosection of limb cultures implanted with Wnt3a- and Bmp2-soaked beads. First row, Wnt3a beads
implanted digitally show down-regulation of Sox9 and pSMAD, and up-regulation of act- cat. Second
row, Bmp2 beads implanted interdigitally show up-regulation of Sox9 and pPSMAD, and down-regulation
of act- cat. PBS beads are shown as controls.



A LOW MEDIUM HIGH B

LOw  MEDIUM HIGH
2504

Average digit period
(pixels)

[
o
o

LINEAR INCREASE IN
IWP2+LDN CONCENTRATION

LINEAR INCREASE IN IWP2+LDN CONCENTRATION

Supplementary Figure S7: A) Di erent limb cultures with low, medium and high concentrations of
LDN and IWP2 at 48h. More severe oligodactyly patterns are observed with increasing concentrations of

LDN and IWP2. B) A progressive increase of the digit period (thickness) is observed as the concentrations
of LDN and IWP?2 increase (low, medium, high).
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Supplementary Figure S8: A) First row, Hoxd13 expression patterns mapped from experimental
data (red), a simulated Fgf signaling gradient (green) and the Fgf4-9-17 position (dashed black line).
Second row, graphs show Hoxd13 expression (red) and the Fgf signaling gradient (green) along the white
dashed pro les above. The third row shows the resulting simulated Sox9 pattern with the BSW model
modulated by the signals above. At E10.5 and E11.5 the progressive proximal expansion of Hoxd13 is
accompanied by a proximal extension of the Fgf signaling gradient that results from Fgf4-9-17 anterior
expansion (see section 2.9.3).

This coordinated expansion guarantees that the proximal boundary of Hoxd13 coincides with same
threshold of Fgf signaling over time (black arrows in graphs) resulting in a simulated Sox9 pattern
similar to WT (third row). At E12.5, the fact that Fgf signaling does not extends proximally but
Hoxd13 keeps expanding results in a lack of coordination between the two signals: black arrow points
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to a lower Fgf signaling threshold. This produces a disorganized simulated Sox9 pattern (third row).
B) If the progressive increase in Fgf signaling is prolonged until E12.5 (black arrow in the graph), the
simulated Sox9 pattern reproduce the spatio-temporal expression of Sox9, see also section 2.9.4. C)
The BSW simulation agrees with previous studies that suggest that Fgf signaling is tightly connected
with the proximal expansion of Hoxd13 [34] and with growth [33]. In addition, we previously proposed
that Fgf signaling promotes bigger wavelength [9]. Taken together, these three roles suggest that Fgf
signaling acts as a central node to coordinate growth with the PD and the AP scaling (network on the
left). On the right, the graph highlights that a change in Fgf signaling (green) results in a change in the
Hox expression domain (red), which corresponds to PD scaling, and a change in digit wavelength which
corresponds to AP scaling. D) This guarantees coordination between patterning and growth (left) and
provide a perfect strategy for scale-invariance in limbs of di erent size (right).
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1 Materials and Methods

1.1 Animals

C52BL/6 (Charles River) mouse timed-pregnant females were sacri ced at di erent days after gesta-
tion, namely E10.5, E11,5, E12.5. Embryos were dissected from decidual tissue and xed with 4%PFA
overnight. After washes in dPBT, embryos were dehydrated with increasing concentrations of methanol
in dPBT and stored in 100% methanol at 20 C, until use for whole mount in situ hybridization
(WMISH). Sox9-EGFP knock-in mice have been previously described [17]. Sox9-EGFP embryos were
genotyped according to presence or absence of green uorescent signal and were used in the di erent
protocols described below.

1.2 Micromass cultures and FACS sorting

Limb bud autopods were dissected from E11.5 Sox9-EGFP embryos in cold PBS, digested in 0:5%
Trypsin-EDTA (Gibco) for 4 min at RT, allowing the removal of the ectoderm. Remaining mesoderm
was washed gently in PBS, dissociated mechanically to single cell suspension and Itered using a stan-
dard cell sorting tube with 35 m Cell-Strainer Cap. Cell sorting was performed on a BD FACSAriall
SORP cell sorter (Becton Dickinson, San Jose, CA). Single-laser analysis was carried out using 488-blue
laser for morphological related parameters (FSC and SSC) and EGFP detection. EGFP green uores-
cence was measured through a 525/50-nm band pass Iter. Negative or positive Sox9-EGFP cells were
centrifuged and re-suspended in DMEM/F12 (1X) L-Glu medium(Gibco) (with 10% FCS, 5% Penicillin-
Streptomycin) at 2 x 107 cells/ml, and cultured as 10 | drops in 8-well plates (Ibidi) or 35mm plates
(Ibidi) coated with Fibronectin. Cells were allowed to attach for 1h at 37 C and 5% CO2, when medium
was added. After 22h, cultures were xed in 4%PFA for 15min RT and washed in PBS. Wnt3a, Wnt5a
and Wnt7a (all from RD Systems) were added to the micromass medium at 1 g=ml. Fgf4 was added to
the medium at 0:5 g=ml;1 g=ml;2 g=ml. PBS was used as vehicle control.

1.3 Microarray hybridization

RNA was harvested from FACS sorted Sox9-EGFP negative and Sox9-EGFP positive cells, using RNAeasy
(QIAGEN) according to the manufacturer’s instructions. RNA quality was examined on a Bioanalyzer
2100 (Agilent). 100 ng of total RNA was labeled using LowlnputQuick Amp Labeling kit (Agilent 5190-
2305) following manufacturer instructions. Brie y: mRNA was reverse transcribed in the presence of
T7-o0ligo-dT primer to produce cDNA. cDNA was then in vitro transcribed with T7 RNA polymerase in
the presence of Cy3-CTP to produce labeled cRNA. The labeled cRNA was hybridized to the Agilent
SurePrint G3 Mouse gene expression 8x60K microarray according to the manufacturer’s protocol. The
arrays were washed, and scanned on an Agilent G2565CA microarray scanner at 100% PMT and 3 m
resolution. Intensity data was extracted using the Feature Extraction software (Agilent).

1.4 Statistical analysis

Raw data was taken from the Feature Extraction output les and was corrected for background noise
[37]. To assure comparability across samples we used quantile normalization [38]. Di erential expression
analysis was carried out on non control probes with an empirical Bayes approach on linear models [39].
Results were corrected for multiple testing according to the False Discovery Rate (FDR) method [40]. All
statistical analyses were performed with the Bioconductor project [41] in the R statistical environment
[42].

1.5 Whole mount in situ hybridization

Whole-mount in-situ hybridization (WMISH) was performed according to standard protocols [43]. In
situ hybridization on micromass culture was done with the same protocol with the following changes:
proteinase K (7 g= I) digestion was done 2-5 min at RT.

12



1.6 Immunohistochemistry

Sox9-EGFP limbs at di erent stages (E10.5, E11. E11.5) were xed in 4%PFA 2h RT, incubated in 30%
sucrose/PBS overnight and embedded in tissue-tek OCT (Sakura). Cryosections were cut coronally and
transversally at 14 m. Sections were permeabilized in 10% FBS, 0:3% TXx, 0:5% milk, 0.3M glycine in
PBS, for 1-2h at 4 C in a wet chamber. Primary antibody incubation was done in a wet chamber in 10%
FBS, 5% milk in PBS overnight at 4 C. Secondary antibodies incubation was done in 10% FBS, 0:1%
BSA in PBS 2h, RT in dark in a wet chamber. Slides were mounted in VectaShield. Primary antibodies
used, anti pPSMAD158-Rb (Cell Signaling) (1:100), pERK (Cell Signaling) (1:50). Secondary antibody
used Alexa uor-568 anti-Rb (1:250).

For the anti-active -catenin clone 8E7 (Millipore) antibody (1:500), the same protocol was used
with following alterations: after the permeabilization step, an extra blocking step was done with 1:10
Donkey anti-Mouse Fab fragments in PBS 2h at RT (Jackson Lab.) and the secondary antibody used was
Alexa uor-568 anti-M (1:500). An alternative protocol was used with signal ampli cation. Endogenous
peroxidase were exhausted by incubation in 3% H202 , 30min at RT. After the primary antibody
incubation, anti-M-HRP (GE healthcare) (1:100) was diluted in 10%FBS 0:1% BSA in PBS and slides
incubated for 2h, 4 C in a wet chamber. TSA-biotin was used at (1:50) as ampli cation step (Perkin-
Elmer), and streptavidin-568 (Invitrogen) (1:100) for detection. Controls were done using the identical
protocols but without the primary antibody.

Fixed micromass cultures were permeabilized with 0:1% Triton-X in 1%BSA in PBS for 15min at RT
and washed in PBS. Primary antibody AntiEGFP-Rb (Clontech) (1:500) in 1%BSA/PBS was applied
as a minimal volume to the cultures and incubated overnight at 4 C. After washing in PBS, secondary
antibody, Alexa uor-488 anti-Rb (1:500), was diluted in 1%BSA/PBS and applied as a minimal volume
to the cultures for 2-3h at RT in dark. Cultures were washed with PBS and imaged.

1.7 Bead implantations

A gel blue beads (Bio Rad), 100-200 mesh, were washed in PBS and incubated for 1h at RT ina 10 |
drop of dissolved growth factor. Recombinant Bmp2 (RD systems) was used at 100 g=ml and Wnt3a,
Whnt5a, Wnt7a (RD systems) were used at 40 g=ml, 100 g=ml, 100 g=ml, respectively. Control beads
were incubated in carrier solution. Beads were implanted in dissected Sox9-EGFP limb buds at E11.5,
and limbs were cultured as described below.

1.8 Limb bud cultures

Sox9-EGFP embryos were collected at E11.5 and limb buds were dissected in cold PBS. Individual limbs
were transferred onto PET membrane inserts (1,0 m pore size) (Falcon) located in a 6-multiwell plate
(Falcon). Each well was lled with 1.5mI DMEM/F12 (1X) L-Glu medium(Gibco) (with 10% FCS, 5%
Penicillin-Streptomycin), and limbs were covered with minimal amount of medium to allow air-liquid
interface. Limbs were cultured 24h or 48h at 37 C, 5% CO2. For treatment with drugs, compounds
were dissolved in DMSO and added at di erent concentrations to the medium. IWP2 (Tocris) 10 M,
LDN-193189 (Stemgent) 10 M, and for control DMSO was added at appropriate concentration. The
concentrations of LDN and IWP2 used double drug treatments are shown in Table ST1.

LDN193189 IWP2

Low 01 M 02 M
Med 0.2:025 M 0.4-05 M
High 03 M 0.6 M

Table ST1: LDN and IWP2 concentrations in the double-drug experiments
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1.9 Microscopy and image acquisition

Images of xed micromass cultures stained with anti-EGFP, endogenous uorescent Sox9-EGFP of limb
cultures, and WMISH results of gene expression on limbs, were collected using Leica MZ16F Fluorescence
Stereo-microscope with magni cation 8x. Micromass cell culture with non-FACSed cells and limb culture
time-lapses were done in Zeiss Cell Observer HS, with 10x objective NA 0.3, at 37 C in a CO2 chamber,
and using Hamamatsu ImagéEM EM-CCD camera. Timelapse was monitored using AxioVision Rel
software.4.8. Sox9-EGFP positive and Sox9-EGFP negative micromass cultures were timelapsed in
the confocal microscope Leica TCS SP5 AOBS with an HCX PL APO CS 10x air objective, NA 0.4.
Timelapse was monitored by LAS AF software. ImageJ and Photoshop CS5.1 was used for uniform
image level normalization. Cell tracking was done in Fiji with MTrackJ plugin. The same confocal
microscope was used for imaging immunohistochemistry results on cryosections with 20x air objective
NA 0.7. Excitation at 488 and at 568 nm were provided by Argon and DPSS561 laser respectively.

1.10 Optical projection tomography

Optical projection tomography (OPT) imaging [44] was used to acquire 3D images and obtain optical
sections. WMISH samples were embedded in 1% low melting point agarose (Sigma), dehydrated in 100%
methanol and cleared in BABB. Samples were scanned in transmission mode at intermediate resolution
(512x512 pixels) in the Bioptonics OPT scanner using Skyscan software (Bioptonics, MRC Technology).
The GFP1 Iter (425/40nm, 475nm LP) was used to detect sample anatomy, and the white light channel
to image NBT/BCIP. OPT scans were reconstructed using NRecon software (SkyScan) and analyzed
using the Bioptonics Viewer.
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2 Supplementary Text

2.1 General comments on the modeling approach

The goals of this project are not to build a highly detailed "biochemistry-style™ model of the relevant
gene regulatory network, but rather to build the simplest dynamical model which is compatible with
the data, and can make concrete predictions that can be tested experimentally. On one hand, not every
known molecular state of the system (eg. phosphorylation states etc.) will be explicitly represented by a
separate variable. On the other hand, the variables used will nevertheless represent measurable states of
the system. In this way a model with just 3 state variables can make concrete predictions, even though
the real biological system may be composed of tens of distinct molecular species. Our con dence in the
model thus derives from the close correspondence between our computational predictions of manipulating
the system (with drugs, beads etc.) and the results from real experiments.

Some previous models of the limb skeletal pattern attempted to explain patterning of the long bones
in the stylopod and zeugopod, as well as the digits. By contrast we restrict our question to the digits
because the evidence for a Turing mechanism is much stronger for this region. In particular, polydactyly
is a very common phenomenon which can arise from mutations in nature or manipulations, while by
contrast generating 3 long bones in the zeugopod is rare.

2.2 Linear Stability Analysis

We apply the linear-stability analysis presented in [45] to a Turing system that represents the interactions
between Bmp, Sox9 and Wnt. Let us consider the following general reaction-di usion equations for Bmp,
Sox9 and Wnt:

@s@?th = f(s0x9; bmp; wnt) + Dgoxo F2S0X9
% = g(sox9; bmp; wnt) + Dpmp r>bmp 1)
@\g:t = h(s0x9; bmp; wnt) + Dyne r2wnt

we can linearize the system around the steady state
f(sox9 ;bmp ;wnt ) = g(sox9 ;bmp ;wnt ) = h(sox9 ;bmp ;wnt ) =0
by setting the one-dimensional case with zero- ux boundary condition to:

SOX9(X; t) = S0X9 + "goxo(X; 1)
bmp(x;t) =bmp + "pmp(X; )
wnt(x;t) =wnt + " ne(X;t)

where "soxo(X; t); "bmp(X; 1); "wnt(X; t) de ne small partial perturbations written as:

"sox9(X; t) = sox9pe ik
"pmp(X; t) = bmpge 1
t+ikx

"wnt(X; t) = wntge

the linearized system can be rewritten in matrix form (without considering terms that are of order
higher than linear) as:

o 2 10 1
Tsoxo + Dsoxok Fomp Twnt S0x99

Usox9 Obmp + Dbmpk2 Ownt A@bmpoA =0
hsox9 hbmp hwnt + Dwntk2 wnty
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where the terms in the form fgox9 denote the partial derivatives & of f; g and h evaluated at steady

state and the matrix on the left is the stability matrix A.

This system has solutions if det(A) = 0 which is written as:

®+ay(k?) Z+ay(k?) +az(k?) =0; )

where the terms a; (k?); a»(k?); az(k?) are:

al(kz) = fsoxo  hwnt Obmp + (Dsoxo + Dbmp + Dwnt)k2
az(kz) = Tsoxohwnt + Fsoxo0bmp + GbmphNwnt  NbmpGwnt  FompYsoxo
Twnthsoxo kZ(Dwntgbmp + Dpmphwnt + Dsoxghwnt
+ Dsoxggbmp + Dbmpfsoxg + Dwntfsoxg)

+ k4(Dbmp Dwnt + Dbmp Dsox9 + Dsox9 Dwnt)

a3(k2) = fsox9gbmphwnt + fsox9hbmpgwnt + 1:bmpgsox9hwnt fbmphsox99wnt
fwntgsoxghbmp + hsoxggbmpfwnt + kz(Dwntfbmpgsoxg
Dbmphsox9fwnt Dsoxghbmpgwnt + Dsoxggbmphwnt + Dbmphwntfsoxg
+ Dwntgbmpfsox9) k4(Dbmp Dsoxa I"'wnt + Dsoxg Dwntgbmp
+ Dbmprntfsoxg) +Kk® Dsox9 DbmpDwnt;

Similarly to a two-reactant system [46] a di usion-driven instability is formed when two conditions
are satis ed:

The system is stable without di usion
The system is unstable with di usion

These two conditions correspond respectively to the existence of a negative and a positive real part in
the solution  of (2), that write:

Re( (k*=0))) <0 3)
Re( (k*>0))) >0 4
By using the Routh-Hurwitz criteria [46] we can show that the condition (3) is satis ed when:

a1(0) >0 az(0) >0"™a(0)ax(0) az(0)=0 5)

and the condition (4) is satis ed when at least one of the Routh-Hurwitz terms becomes negative for
some k? > 0:
a1(k?) <0_az(k?) <0_aj(k?az(k?) asz(k?) <0 6

The second condition (6) cannot be solved analytically but can be simpli ed if one of the species is
not di usible [45]. If for example Dgoxo = 0, the complex term az(k?) can be simpli ed to:

as(kz) = Dbmprntfsoxgk4 + kz(Dbmp[hwntfsoxg hsongwnt]
+ Dwnt[0bmpTsoxs  TompJsoxs]) + az(0)

In this case, su cient conditions that satisfy (6) by making az(k?) < 0 can be derived according to the
sign of fsoxg :
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if fsoxo >0;then az(k?) ¥ 1 (nodi usion-driven instability) )

if fsoxg = 0; then a3(k2) <0 if Dpmphsoxofwnt + DwntTompUsoxa = 0 (8)
if Ffooxo <O0;then ag(k?®) <0 if F;<0 and F,>0 9)
where
Fi.= Dbmp[hwntfsoxg hsongwnt] + Dwnt[gbmpfsoxg fbmpgsoxg];
and

F>= Dbmp[hwntfsox9 hsongwnt] + Dwnt[gbmpfsoxg fbmpgsox9]
+ 4Dbmprntfsox9a3(O) > 0;

To summarize, in a three-component reaction-di usion system with one non di usible molecule
(Dsoxg = 0) the conditions (5), (8) or (9) are necessary and su cient to form a di usion-driven in-
stability.

2.3 Possible Turing topologies

Now that we have derived the necessary and su cient conditions for a di usion-driven instability in a
three-component Turing system with one non-di usible molecule, we build a simple linear model which
considers all the possible interactions between sox9;bmp and wnt. We set Dgoxg = 0 and de ne the
reaction part f;g; h in (1) in the following way:

T (sox9; bmp; wnt) = k;50x9 + kobmp + kswnt
g(sox9; bmp; wnt) = kss0x9 + kshmp + kewnt (10)
h(sox9; bmp; wnt) = k7s0x9 + kghmp + kgwnt

A graphical representation of the system is shown in Figure 1A. Let’s now de ne a minimal Turing
network, as a system in the form (10) that respects the condition (5), (8) (9) and has the least number of
interactions (edges) between sox9; bmp and wnt. Equivalently, a minimal Turing model can be formulated

instability. We found that according to (5)(8)(9) minimal Turing networks can be obtained by setting
at most three rates k;j = 0 (six interactions between sox9;bmp and wnt). Our goal is to identify the

capable of Turing instability.

To reduce the spectrum of possible topologies we take into account previous studies that showed that
BMP signaling promotes Sox9 [24-27] and that canonical Wnt signaling mediated by -catenin inhibits
Sox9 [21-23], see also the paragraph in the main text. These two pieces of evidence can be represented
in our model with the conditions:

ko >0; ks3<0 (1)

see also Figure 1A. To analyze every minimal topology with six regulatory links, we systematically
explore the possible di erent cases by considering all the possible triplets of (ki, = 0; ki, = 0;ki, = 0)

elements:

9 9!

3 o 3y

17



By analyzing every minimal topology with the software Mathematica [47], we nd that only 19
topologies are minimal Turing topologies that satisfy the conditions (5), (8) (9), (11), see Figure 1B.

Our next objective is to identify the type of Turing patterns that are formed by each topology and
more speci cally the in-phase/out-of-phase relation between the periodic patterns of sox9; bmp and wnt.
In the one-dimensional system, in-phase and out-of-phase patterns can be described by the sign of the
eigenvector components of the maximum positive eigenvalue that satisfy the system (2).

For each topology we calculate the sign of the eigenvectors in the following way. First, we choose a set
of representative parameters that satisfy the conditions (5),(8) (9), (11). Then we use the program Math-
ematica to solve the system (2) and nd the analytical solutions of the eigenvalues ( ; (k); , (k); 3 (K))
as a function of k. Because the parameters that we choose satisfy the condition (8) or the condition (9),
one eigenvalue ( 3 (k)) will be real and positive for for certain k > 0, while the other two eigenvalues
( 1 (k); 5 (k) will be negative and will have a complex part. To nd the wavenumber k that has the
maximum eigenvalue  we have to nd the maximum of 3 (k). This could be done by solving the
equation D( 5 (k)) = 0, however this system cannot be solved analytically. For this reason we use the
software Mathematica to nd the maximum (Kmax; max) With a numerical method. Finally, we use
Mathematica to calculate the eigenvector 3 = ( soxo(K); bmp(K); wne(K)) of the eigenvalue 3 (k) and
substitute k = kmax to nd the sign of the eigenvectors ( sox9(Kmax); bmp(Kmax); wnt(Kmax))-
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Figure 1: Possible minimal Turing topologies. A) The topology re ecting the system (10), the interaction
corresponding to conditions ko, > 0 and ks < 0 are highlighted in red. B) The 19 minimal Turing
topologies that satisfy the conditions (5), (8) (9), (11).
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