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impossible. It is likely that all traits influenced
and provided the context for the evolution of
others (31).
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MODELING DIGITS

Digit patterning is controlled by a
Bmp-So0x9-Wnt Turing network
modulated by morphogen gradients

J. Raspopovic,’* L. Marcon,'* L. Russo, J. Sharpe®>t

During limb development, digits emerge from the undifferentiated mesenchymal tissue
that constitutes the limb bud. It has been proposed that this process is controlled by a
self-organizing Turing mechanism, whereby diffusible molecules interact to produce a
periodic pattern of digital and interdigital fates. However, the identities of the molecules
remain unknown. By combining experiments and modeling, we reveal evidence that a
Turing network implemented by Bmp, Sox9, and Wnt drives digit specification. We develop
a realistic two-dimensional simulation of digit patterning and show that this network,
when modulated by morphogen gradients, recapitulates the expression patterns of Sox9
in the wild type and in perturbation experiments. Our systems biology approach reveals
how a combination of growth, morphogen gradients, and a self-organizing Turing network
can achieve robust and reproducible pattern formation.

igits form in a periodic pattern that al-

ternates digital and interdigital fates along

the anterior-posterior (AP) axis of the limb

bud. Traditionally, this pattern has been

explained by a positional information mod-
el (Z) based on an AP gradient of Sonic hedgehog
(Shh) (2, 3). However, embryonic and genetic
manipulations (4, 5) have shown that digit pat-
terning is independent of Shh and may be in-
stead controlled by a self-organizing mechanism.
Over three decades ago, it was proposed that such
a mechanism could be a Turing system (6, 7), in
which a diffusible activator and inhibitor (8) in-
teract and self-organize to form the periodic digit
pattern. Recent work has strengthened this hy-
pothesis (9); however, two important questions
remain to be addressed.

First, although a number of mathematical
Turing models have been proposed to explain
the periodic digit pattern (10, 1I), no computer
simulation has been able to correctly reproduce
the expression patterns of digit markers over time
and space. Second, the diffusible molecules that
implement the Turing network have not yet been
identified. Transforming growth factor-p (TGF-)
molecules were proposed as activators in a Turing
system (72, 13), but the corresponding diffusible
inhibitor could not be found. The galectins CG-1A
and CG-8 have also been proposed as Turing
molecules in the chick (74) but are not believed
to play a similar role in mammals (75). More re-
cently, bone morphogenetic proteins (BMPs) and
their receptors have been proposed to form a
Turing network (10), but this model assumed that
the BMP receptors can diffuse through tissue, for
which there is no evidence.
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To identify the molecules that control digit
specification, it is crucial to distinguish the
genes involved in early digit patterning from
downstream differentiation factors. We there-
fore analyzed the expression of the earliest known
skeletal marker Sox9 (16) and identified em-
bryonic day 11.5 (E11.5) as the earliest stage that
shows a periodic digital pattern (Fig. 1A). We
also performed micromass cultures with EIL5
Sox9-EGFP (enhanced green fluorescent protein)
limb autopods (77) and found that cells create a
periodic Sox9 pattern by 15 hours, faster than
previously reported (I8), with dynamics remi-
niscent of a two-dimensional (2D) Turing sim-
ulation (Fig. 1B and movie S1). We observed that
the periodic pattern formed even when the cul-
ture was initiated with Sox9~ or Sox9* cells sorted
by fluorescence-activated cell sorting (FACS) (Fig. 1,
B and C, and movies S2 and S3), confirming that
Sox9 is dynamically regulated by a self-organizing
patterning mechanism.

When Sox9 is knocked out, all the genes that
reflect a digital or interdigital pattern (e.g., Bmp2,
Chordin, Noggin) lose their normal periodic ex-
pression (19), suggesting that Sox9 itself is part
of the Turing network rather than a downstream
differentiation marker. The two simplest Gierer-
Meinhardt topologies (8), the activator-inhibitor
and the substrate-depletion model (Fig. 1D), pre-
dict that the diffusible molecules of the Turing
network should have periodic patterns that are
either in-phase or out-of-phase, respectively. We
therefore performed a microarray analysis to
identify genes related to the major developmen-
tal signaling pathways that were differentially
expressed between Sox9" and Sox9~ FACS-sorted
cells. On the basis of both the number of genes
and fold-change magnitude, the pathways that
were most strongly represented were WNT, BMP,
and FGF (fibroblast growth factor) (fig. S1). We
performed a second level of screening by whole-
mount in situ hybridization (WMISH) to check
which genes were genuinely expressed in-phase
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Fig. 1. The Sox9 periodic digit pattern. (A) Top: A Sox9 c
Sox9 expression patterns (red) from E11 to E12 ¢ Soxo- Sox9+

. ) : . E1l E11l5 E12 > >
(limb shape in green). Bottom: Anterior-posterior ‘ 3 = /{‘//‘/I 3[R
(AP) profiles (dashed line above) highlight the pro- Q w " g L~~~ g 1
gressive appearance of the Sox9 periodic pattern r U £ 5 £ >
first visible at E11.5; arrowheads indicate digit 4. = s % time (min) Ao 0 time min)800
Limb orientation in all figures: distal to the right, ¥ v
posterior to the bottom. (B) First row: time course M Mf\\ Activator-Inhibitor ~ Substrate-Depletion

of micromass culture with Sox9-EGFP autopod cells; P 5
a periodic pattern emerges by 15 hours. Second A'spaceP A space P A space
and third rows: When cultures are initiated with Oh 15h 20

Sox9~ or Sox9™ cells obtained by FACS sorting,
they still form a periodic pattern by up-regulating
or down-regulating Sox9 depending on the posi-
tion (single cells highlighted by red and green cir-
cles). (C) Sox9-EGFP intensities of the tracked
cells over time. (D) The two simplest models that
can form a Turing pattern. In the Activator-Inhibitor
model, an autocatalytic activator (A) promotes its
own inhibitor (1), resulting in in-phase periodic pat-
terns. In the Substrate-Depletion model, an activa-
tor (A) activates itself by depleting its own substrate
(S), resulting in out-of-phase periodic patterns.
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Fig. 2. Sox9 is out of phase with BMP and WNT.
(A) Time course of Bmp2 expression, Sox9-EGFP fluo-
rescence (Sox9), BMP signaling (pPSMAD), and WNT
signaling activity (act-Bcat). Digit 4 (white arrowhead)
appears first (E10.5), followed by digit 3 and then 2
(see Sox9). Bmp2 and act-Bcat are out-of-phase with
Sox9, whereas pSMAD is in-phase (see also fig. S2).
(B) Top: Graphs show the progressive patterning along
the AP axis measured from the images above. Black
arrowheads point to digit 4. Bottom: A 1D simulation
of the BSW model produces a Sox9 pattern that is out-
of-phase with Bmp and Wnt, as shown in the experi-
mental data above. (C) Network topology and equations
of the BSW model.
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Fig. 3. Realistic computer simulation of digit patterning. (A) When the
BSW model was simulated inside an experimental limb growth map (left),
Sox9 (red) formed a pattern with randomly oriented stripes biased along the
PD axis (right). (B) Experimental Hoxd13 expression was mapped into the
growing model (left, heat-color map: blue = O and red = 1). With the Hoxd13
modulation, the model creates a digit-like pattern (right), which eventually
shows digit bifurcation (arrowhead). (C) Fgf expression in the AER was
mapped into the model (solid line for Fgf8, dashed line for Fgf4-9-17) and
used to simulate an Fgf signaling gradient (left, heat-color map: blue = 0 and
red = 1). With the Fgf modulation, the model predicted a radially oriented
Sox9 pattern with bigger wavelength toward the distal tip (right). (D) When
Fgf and Hoxd13 jointly modulate the parameters k4 and k7, the system shifts
(dashed arrow) into the Turing space (gray region). (E) The simulated Sox9
pattern recapitulates the main features of (F) the experimental Sox9
expression in the digits, outlined by the white dotted lines. Arrowheads
mark the late appearance of digits 5 and 1.

Fig. 4. Model predictions and experimental per- A
turbations. (A) Sox9 patterns (red) predicted by
the BSW model in different perturbations. Bmp
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and fewer digits when both pathways are inhibited
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with progressively higher concentrations (low, me-
dium, high) (upper row).
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or out-of-phase with Sox9 (fig. S1). The analysis
revealed in-phase and out-of-phase expression
patterns for genes in the BMP and WNT path-
ways, but not for the FGF pathway. Specifically,
Bmp2 showed a pattern that is out-of phase with
Sox9 at all stages of digit patterning (Fig. 2A and
fig. S1). None of the WNT ligands were differ-
entially expressed, but target genes (e.g., Axin2
and LefI) were expressed in Sox9~ cells at E12
(fig. S1). This is consistent with the observation
that WNT ligands produced in the ectoderm re-
press Sox9 and chondrogenesis (20, 21). Indeed,
knockout of -catenin in the limb results in the
expansion of Sox9 toward the ectoderm, whereas
B-catenin gain-of-function results in Sox9 down-
regulation (22, 23).

For a direct analysis of BMP, WNT, and FGF
signaling activity, we performed immunohisto-
chemistry for phosphorylated Smad1/5/8 (pSMAD),
nonphosphorylated active fB-catenin (act-Bcat),
and phosphorylated extracellular signal-regulated
kinase (pERK) on serial cryosections of Sox9-
EGFP limbs. This allowed us to correlate the
activity of the three pathways with the spatial
dynamics of digit patterning. We found that BMP
signaling (pPSMAD) is high in the digits and cor-
relates with Sox9-EGFP (Fig. 2A and fig. S2), sup-
porting the positive effect of BMP signaling on
Sox9 (24-26) and its importance for digit pat-
terning (27). In contrast to pSMAD, WNT signal-
ing (act-Bcat) is high in the interdigital regions
and has a pattern that is out-of-phase with Sox9
at all stages (Fig. 2A and fig. S2). This close spatial
correspondence supports Wnt/B-catenin involve-
ment in the Turing mechanism and is consist-
ent with the repression of Sox9 by Wnt/B-catenin
(21, 22). Finally, FGF signaling (pERK) shows no
periodic pattern but only the expected proximo-
distal (PD) gradient, which is highest under the
apical ectodermal ridge (AER) (fig. S2). Indeed,
Fgf has previously been proposed as a modulator
of the digit wavelength (9) rather than being part
of the Turing network.

From the spatial relationships between these
molecular patterns (Fig. 2B), we hypothesized
that the Turing network that controls digit pat-
terning is a three-node model implemented by
Sox9, Bmp, and Wnt. Of the possible regulatory
interactions between these three nodes, two are
clear from the literature: the positive influence of
BMP signaling on Sox9 (24-26) and the inhibi-
tion of Sox9 by WNT signaling (21-23). With these
two interactions fixed, we performed a linear
stability analysis for a three-component reaction-
diffusion system (see supplementary text 2.2 and
2.3). Among all possible cases, we identified the
topology shown in Fig. 2C (the Bmp-Sox9-Wnt,
or BSW, model) as the simplest and most robust
Turing network that can self-organize to produce
a periodic pattern in which Sox9 is out-of-phase
with both Bmp expression and Wnt signaling
activity (Fig. 2B).

‘When simulated in 2D, the BSW model produces
a pattern of randomly oriented stripes reminis-
cent of the pattern formed in micromass cul-
ture (fig. S3). The next challenge was to show
that the model can reproduce the time course of

SCIENCE sciencemag.org

Sox9 expression in a realistic simulation of limb
development. Because Turing patterns are in-
fluenced by growth and shape changes of the
underlying tissue (28, 29), we used a 2D growth
model derived from clonal fate-mapping experi-
ments (30). Within this tissue-movement map,
the BSW network generated a stripy pattern that
tended to orient along the PD axis (Fig. 3A, movie
S4, and supplementary text 2.9.1). Next, because
digit patterning appears to be relatively indepen-
dent from the rest of the skeleton (9, 24, 27, 3I),
we chose to modulate the BSW model to generate
the Turing instability only in the digital region
defined by Hoxdl3 expression (Fig. 3B, movie S5,
and supplementary text 2.9.2). This naturally pro-
moted the sequential appearance of PD-oriented
stripes and greatly reduced the variability of the
pattern across different simulation runs (supple-
mentary text 2.9.2); however, digit bifurcations
occurred after E12 (Fig. 3B). We previously showed
that distal Hox genes and FGF signaling jointly
modulate the wavelength (digit width) to specify
digit number and avoid bifurcations (9). When
we combined modulation by FGF signaling
(Fig. 3C and movie S6) and Hoxdl3 (Fig. 3D),
the model robustly produced Sox9 patterns that
recapitulated the Sox9 expression in wild-type
limbs (Fig. 3, E and F; fig. S4; supplementary
text 2.9.4 and 2.12; and movies S7 and S8).

Finally, we used E11.5 Sox9-EGFP limb cul-
tures (fig. S5) to test predictions from the com-
puter model and to verify the Turing network.
Reducing Bmp signaling in the simulation (from
El1.5 onward) predicted a loss of digital Sox9 ex-
pression (Fig. 4A and movie S9) similar to the
result of inhibiting BMP signaling in limb culture
(Fig. 4B). Conversely, reducing Wnt signaling in
the model predicted that all digits should expand
until they merge into a continuous domain of
Sox9 expression (Fig. 4A and movie S10). The
same dynamics were observed when WNT sig-
naling was inhibited in vitro (Fig. 4B). Our results
reveal that upon abrogation of Wnt/f-catenin
signaling, Sox9 expands not only in the sub-
ectodermal mesenchyme (23) but also into the
interdigital regions (Fig. 4C), proving that Wnt/
B-catenin signaling is a necessary component of
the periodic digital patterning process. The model
also predicted that in all cases, Bmp expression
should be opposite to that of Sox9, and we ob-
served the same for Bmp2 expression in the ex-
periments (Fig. 4D). A further series of experiments,
in which we implanted protein-soaked beads into
the limb bud mesenchyme (fig. S6), also con-
firmed the predictions of the model and allowed
us to hypothesize that the primary ligands are
BMP2 and WNT3 (supplementary text 2.11.5 and
movies S11 to S14).

Because inhibiting Bmp caused a loss of
digits, whereas inhibiting Wnt caused a loss of
interdigits, we explored whether the simulta-
neous inhibition of both pathways could balance
out and instead cause an alteration of the pat-
tern. The computer simulation predicted that a
combination of both drugs would increase the
digit period (the effective wavelength), resulting
in an oligodactyly phenotype with fewer digits

(Fig. 4E and supplementary text 2.11.4). Appli-
cation of both drugs to the limb bud culture con-
firmed this prediction, showing that the digit
period becomes larger as the concentrations of
both drugs increase (Fig. 4E and fig. S7). This
supports both our BSW model and the general
concept of a Turing-type process, because the
new pattern was not just a down-regulation or
up-regulation of Sox9 but a genuine rearrangement
of the already initiated periodic digital pattern.

Our study reveals the main feedbacks involved
in digit patterning; however, other regulatory
pathways may be involved to confer extra re-
dundancy or robustness to the system. We pro-
pose that Wnt/B-catenin is essential for digit
patterning and in particular for repressing Sox9
in the interdigital regions. This suggests a pos-
sible mechanistic link between molecular pat-
terning and mesenchymal condensations, as
Wnt/B-catenin signaling may prevent the for-
mation of B-catenin-cadherin complexes, which
otherwise promote tighter cell adhesion (32).
Finally, our model suggests a correlation be-
tween three separate functions of FGF signal-
ing: control of growth (33), promotion of distal
PD markers as HoxdIl3 (34), and promotion of
larger digit wavelength (9). Taken together, this
suggests that any FGF-driven change in limb bud
size would naturally be accompanied by a change
in PD digit length (Hoxd13 domain) and in AP
digit width (Turing wavelength) (fig. S8 and sup-
plementary text 2.9.4), thereby implementing a
perfect strategy for scale invariance.
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HIV LATENCY

Proliferation of cells with HIV
integrated into cancer genes
contributes to persistent infection

Thor A. Wagner,">* Sherry McLaughlin,">* Kavita Garg,?> Charles Y. K. Cheung,>
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Antiretroviral treatment (ART) of HIV infection suppresses viral replication. Yet if ART

is stopped, virus reemerges because of the persistence of infected cells. We evaluated
the contribution of infected-cell proliferation and sites of proviral integration to HIV
persistence. A total of 534 HIV integration sites (IS) and 63 adjacent HIV env sequences
were derived from three study participants over 11.3 to 12.7 years of ART. Each
participant had identical viral sequences integrated at the same position in multiple
cells, demonstrating infected-cell proliferation. Integrations were overrepresented in genes
associated with cancer and favored in 12 genes across multiple participants. Over time
on ART, a greater proportion of persisting proviruses were in proliferating cells. HIV
integration into specific genes may promote proliferation of HIV-infected cells, slowing

viral decay during ART.

espite suppression of viral replication dur-

ing ART, HIV reservoirs, measured by the

number of resting CD4" T cells with in-

fectious virus induced in cell culture, decline

slowly (7). The mechanisms hypothesized
to allow infectious proviruses to persist include
long-lived latently infected cells (7); low-level HIV
replication (2), potentially due to insufficient in-
tracellular drug concentrations (3-5); and the
proliferation of HIV-infected cells (2, 6-10).
During ART, subpopulations of cells with
identical HIV sequences comprise a progres-
sively larger proportion of the persisting viral
genomes (8), suggesting that proliferation of
infected cells helps maintain the HIV reservoir.
To further evaluate the contribution of infected-
cell proliferation to HIV persistence, we devel-
oped a method [integration site loop amplification
(ISLA)] to define sites of HIV integration in single
cells and sequence up to 2.8 kb of the 3’ region of
the viral genome adjacent to the integration site,
allowing us to link specific viral variants to
specific integration sites (fig. S1).

ISeattle Children’s Research Institute, 1900 9th Avenue, Seattle,
WA 98101, USA. University of Washington, Seattle, WA, USA.
3Fred Hutchinson Cancer Research Center, Seattle, WA, USA.
*These authors contributed equally to this work. tCorresponding
author. E-mail: Ifrenkel@uw.edu

570 1AUGUST 2014 « VOL 345 ISSUE 6196

A total of 534 proviral integration sites were
sequenced from three participants (B1, L1, and
R1) at three time points each: after 1 to 2.3, 4.1
to 8.2, and 11.3 to 12.7 years of suppressive ART
(Fig. 1, A to C). HIV integration at the same
chromosomal site was found in multiple cells
within each participant throughout follow-up,
whereas no identical integration sites were shared
by different participants, suggesting that HIV-
infected cells proliferate, as reported (2, 6-8).

The hypothesis was further investigated by
comparisons of the viral genomes in 63 inte-
gration sites. When HIV C2V5 env sequences
shared a specific integration site, the env se-
quences [~625 base pairs (bp)] were identical
(n = 31 C2V5 env sequences from 13 integration
sites, except for one pair of sequences with a 1-bp
difference). In contrast, among proviruses inte-
grated at different positions in the human ge-
nome (n = 45 unique integration sites), C2V5
env sequences were distinct except for three
groups from participant Bl (fig. S2) (13 out of
13 versus 3 out of 45; P < 0.0001). Sequences of
the entire C2env-nef-3'LTR (long terminal repeat)
region (~2.8 kb) from these three groups of pro-
viruses had 2 to 39 nucleotide differences, indi-
cating that many were distinct viruses (fig. S2).
In comparison, eight pairs of C2env-nef~3'LTR

sequences with identical integration sites dif-
fered by O to 2 bases (mean 0.9), an error rate
consistent with misincorporations during the
ISLA protocol. Phylogenetic analyses of 396 ad-
ditional HIV env sequences (8), together with
those from the ISLA method, revealed multiple
additional identical viral sequences (8), strongly
suggesting that multiple HIV-infected clonal cell
populations persist during ART (Fig. 2 and figs.
S2 and S3).

Three approaches were used to explore wheth-
er the distribution of HIV integration sites ob-
served was random or shaped by selective forces.
Specifically, we examined the distribution of HIV
integrations in genes associated with cancer,
regulation of cell proliferation, or cell survival.

First, proviral integration sites were examined
for overrepresentation in cancer-associated genes
from five combined sources (n = 1332 unique
genes) (11-15). Across the three participants,
12.5% (36 out of 288) of the unique genes from
all proviral integrations were annotated as as-
sociated with cancer (11-15), compared with only
5.19% (1332 out of 25,660) of the human genes
in the human genome (P < 0.0001). In addition,
unique integrations in proliferating HIV-infected
cells (defined as identical integration sites de-
rived from =2 separate cells) (table S1, A to C)
were also increased in cancer-associated genes
(6 out of 34, 17.65% versus 1332 out of 25,660,
5.2%; P = 0.0076), which suggests that HIV in-
tegration could disrupt the regulation of these
genes, as is known to occur during tumor induc-
tion by nonacute oncogenic retroviruses (16).

Second, given that HIV integrates preferen-
tially into actively transcribed genes, especially
those activated upon HIV infection (17-19), we
compared our participants’ integration sites to
the >44,000 integration sites mapped in acute-
ly infected CD4"* T cells (Jurkat cells). The major-
ity of our participants’ proviruses were integrated
within genes (425 out of 534, 79.6%) (Fig. 1, A to
C), particularly within introns (337 out of 425,
79.1%), as previously observed (9, 17, 20). The fre-
quency of unique proviral integration sites in
cancer-associated genes (12.70%) was similar
to those mapped in the acutely infected Jurkat
cells (11.14%) (21). However, our participants’
integration sites in proliferating cells were en-
riched for cancer-associated genes over samples
of the same size from the Jurkat cell data set
(P = 0.0486). In the Jurkat cell data set, 11.14%
of integrations were found in cancer genes, com-
pared with 15.97% in our participants (P = 0.0828).
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